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I 
ABSTRACT

I The approach that we present to problem—solving has two components:

closeness and reformulation. The closeness measure is a cognitively—

I based heuristic function, and reformulation provides the problem—solver

I 
with new ways of looking at the goal and is mediated by the closeness

measure. We apply the proposed ideas to many problems that have

traditionally been used to test problem—solving ideas.

I
I

Generally speaking, there is fir st a situation

( S1, the situation in which the actual thought process starts, and
then, after a number of steps,

S2. in which the process ends, the problem is solved.

I Let us consider the nature of situation 1 and situation 2 by compar-
ing them, and let us then consider what goes on between, how and

I why. Clearly the process is a transition, a change from St into S2.
Si, as compared with S2, is structurally incomplete, involves a gap
or a structural trouble, whereas S2 is in these respects structurally
better, the gap is filled adequately, the structural trouble has dis-
appeared; it is sensibly complete as against S1.

When the problem is realized, S1 contains structural strains and

I stresses that are resolved in S2. The thesis is that the very character
of the steps, of the operations, of the changes between S1 and S2
springs from the nature of the vectors set up in these structural

I 
troubles in the direction of helping the situation, of straightening
it out structurally. This is quite in contrast to processes in which
some steps, some operations coining from various sources and going

1 In various directions, may lead to the solution In a fortuitous, zigzag 
__________________I, way. ACCFSS~ N ¼ r  

______ /
NTIS White Sect,ait

I —— Max Wertheimer , Productive Thinking 
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IN TRODUCTION

In this  paper we present a new approach to problem—solving and apply it

to a va r ie ty  of p roblems tha t  have t radit ionally been a test—bed for problem—

solving ideas. The reader who is impressed by the ro le cognition plays in

human problem—solving will notice that the new approach has a great deal of

cognitive relevance. On the other hand , the per son who is performance—minded

will have opportunities to see the scope and generality of the proposed ideas through

the examples, which include the Father and Sons Task, various water—jug problems,

blocks problems with interaction of goals and the Elementary Algebra Task.

A SEARCH PROCEDUR E

ror convenience of exposition , we confine ourselves to probleris representable

in s tate  space and use the terminology of Nilsson [1]. The problem—solver would

require as primitive only a heuristic function which would enable it to compute a

“closeness measure” bet ween two states , denoted C(s1, s2 ) f or two states 
~l 

and s2 .

It could be a numerical measure but it need not be so. The closeness measure gives

the problem—solver the ability to decide which of a set of candidate nodes tc expand

next . The formation of the closeness criterion corresponds to an “understandir :g” of

the p roblem and thus would be task—dependent.  Actual ly,  we shall see that for classes

of tasks , essentially the same closeness measure would be applicable.

The search is controlled by a modified depth—first algorithm. In the

following , we will not explicitly state  the ac t iv i t ies  normal to this class of

algorithms , such as the establishment of back pointers. The initial state is

the goal state is C, PARENT(s) is the parent node of s. For each node s

that is expande ~ACKUP(s) is a set of nodes to back up to if expansion of

node s results in no expandable successors, i.e., a cut—off h ._ ~~~~~~~~

l) ~ BACKUP(s) is empty set.

2) Expand a, delete from the successors nodes already generated , and let

-
-

C 
_ _ _ _ _ _ _ _ _ _ _ _ _ _ _L -~ - - - - •_____ ~~ _ :_ __ _ _ __ .- - ‘S~~~~W t _ ~ --
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the remaining successors be the set S. If S is empty, go to 5) .

Else , check to see if GcS. If yes , exit with success. Else go to

3).

3) Choose the node in S that is closest to C (decide ties arbitrarily)

and set the value of s to this node.

4) BACKUP(s) ÷ S — {s}. If BACKUP(s) is non—empty, go to 2). Else set - 
—

BACKUP(s) ‘- BACKUP(PARENT(s)) and go to 2).

5) (Sempty means a cut—off has occurred.) If BACKUP(s) is empty, exit

with failure. Othervise set S ~- BACKUP(s) and go to 3).

The basic idea of the procedure is simple. As a node is expanded , the set

of successors is pruned to eliminate any elements identical to nodes already

generated. If the goal is not found among the remainder, the successor closest

to the goal is chosen for expansion next. If a node has no expandable successors

(i.e., if the pruned set of successors is empty), a cut—off has occurred , and the

closest node from its unexpanded siblings is chosen. If this is not possible,

trace back through the ancestors until one with a set of unexpanded siblings is

found , and choose the closest from it for further expansion. If no such node is

found , exit with failure. This kind of back—up incorporates the notion of

“pursuing a line of thought”.

We have given a rather sinpie search procedure for purposes of exposition.

One of the desirable modifications would be when the closeness measures for two

candidate states are equal. In the above procedure , we have broken the ties

arbitrarily, and the search would go down the chosen node. However, a more

intelligent procedure would be to expand both of them one level down, see if

any further insight through closeness of successors can be obtained before a

committment is made to a “line of thought”.

The interpretation of the closeness measure is what distinguish~ it from

other heuristic functions used to order nodes, such as the coat function, h, I.. 

- — -  — ;; -
~~~-—~~~~~—.-.~ — ~~~~ -‘~— - —--“ - - -•-—-~~
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of Nilsson. Our closeness measure is related to what is cognitively considered

the “essential” part of the description.

SYMBOLIC CLOSENESS

There is a simple type of closeness which we call symbolic closeness and

which is the appropriate closeness measure for a class of problems , which

includes the Father and Sons Task, the Logic Task, the Missionaries and Cannibals

Task and the Elementary Algebra Task. In all these cases, certain symbols are

abstracted from the state description as having been deemed “essential”. The

closeness measure is obtained by matching lists of these abstracted symbols.

For instance , let L ~~~~~~~ L1 :fA .B ,C,
D}, L2 :~ A ,B } , and L3 : A ,3,E- be such

lists of abstr,icted :vmbols for states s, s , s , and s ; then

C(s,s1) C(s,s2)(C(s ,s3
); i.e., s1 and ~2 

are equally close to s,

I requiring change in one symbol to achieve symbo lic c loseness , but 53

is fa rthe r from s , needing changes in two symbols . Let us illustrate

‘ by means of the Fathe r and Sons Task [2].

Example 1. — Father and Sons Task

I The problem is: “A f a t her weighing 200 pou nds and two sons each

weighing 100 pounds wish to cross a river. The only conveyance

I available is a boat of capacity 200 pounds. Father and sons can

ope rate the boats individually. ” Our system starts with the following

rep resen t ation : In i t ial State is RICHT( F ,Sl , S2 ,Boat ) ,  LEFT(No ne);

I 
goal is LEFT (F ,Sl , S2 ,Boat) .  The list used for closeness is the LEFT

list of candidate state , i.e.. this list is matched with that of the

I goal state. The more matches, the closer. The tree appears as Figure 1.

I

V —•

~
•—-——________________ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _
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~~

HT(F,Sl ,S2,Boat)! 
- 

-

~~

• - - -tLEF~ O~one) 
- 

j 
~~~~~~~~~~~~~~~~~~

• • - - - 
_
~~~~~~~~~~ ) 

~~~~~
-
~~~~

-- - -

~~~~~~~~~: ~I - -
[RI ~~iT(F) 1 RIGHT(F ,Sl) [ RIGHT(F,S2) I I RIGIiT(Sl,S2T1 -

L~~~~~
l,S ] ~~~~ EFT~~2 ,B0at) I LEFT(S] ,Boat)J J~~~~T(F ,Boat) J

RIGHT(F,S2,Boat) E RIGHT(F,Sl,B~~~3J rRlGHT(F,Sl ,S2 ,Boat~ 
-

~~~ T(Sl) 
~~~FT( S2) 

- j LEFT(None) ~~~J 
-

_ _  

- .

RIGHT(S2) T RIGHT(F)
[LEFT(F ,S1,Boat) LEFT (Sl ,S2 ,Boat)

_ _  - -
~~~~~~~~~~ RIGH T (Sl ,S2 ,Boa~~i RICHT(F ,S2 ,Boat) -

LEFT(F) jj~EFT(Sl)

I i G H T ( N o n e ) 1 RIGHT(~~~~~~~
LEFT(S1 ,F ,Boat) - -

Figure 1 ‘.

I.

11

• 
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L
- In this problem , the only time closeness is used is to choose node

1 over nodes (2 . “i;, and 4 .  Nodes 6 , - 7: , 8, , and (~ were generated earlier and

lose out to their siblings. This performance is striking in comparison with that

of GPS on the same problem [2].

Symbolic closeness is applicable to problems where certain tokens need to

be present or absent in the state representation . Later we shall see that

symbolic closeness works very successfully in the Algebra Task. It is our

working bypothesis that a taxonomy of problems exists based on the, closeness

measures that they call for , and the process of “understanding” the problem
S

corresponds to “framing ” the problem in a cognitive map within the appropriate

taxonomic unit , this resulting in the relevant closeness heuristic .

• In this first example , the cognitive role was restricted to noting the

presence or absence of symbol tokens. In the next , quantity is introduced in

the closeness measure.

QUANTITATIVE CLOSENESS

Example 2. — A Water Jug Task [2]

“Given a five—gallon jug and an eight—gallon jug, how can pre—
— S

cisely two gallons be put into the five—gallon jug? Since there
— S

‘a  is a sink nearby , a jug can be filled from the tap and can be

—. emptied by pouring its contents down the drain . Water can be poured

from one jug into another , but no measuring devices are avail-

able other than the jugs themselves.”
a

The representation is — initial state (J5(0), J8(0)}, goal J5(2). In this

.• case , the essential element is not simply the presence or absence of tokens,

a. but the concept of quantity. Let J5(x) and J5(y) be the components of states

s and s~ where s
~ 

is a successor of s. If x is less than 2 (since the goal

L — ~~~- _ — - -—~~~~--• --~~~ ~~~~~~~~~
—

~~~~~~~~
‘
~~~~~~~~~~~~~~~~~~~~~~~

‘ ‘
~~~

‘ “ ‘ - -
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description is J5(2) in this example) the successors of s will be judged on

the basis of their contribution In increasing the contents of J5. Then, s1

scores a match , in closeness calculation, if y > x. If x is greater than 2,

the above argument will be reversed. The alternatives for expansion will be

scored in terms of this measure of closeness. Notice the role played by the

parent of node S1 in calculating the closeness 
of s1

. It is another aspect of

the notion of “pursuing a line of thought”.

The tree that is generated is given in Figure 2.

1 -~~~

~~~ 
38(0) FJS~

O
~
, J8

~
i
~~

____  
J5(S), J8(8) J5(O) , J8~~J~

~~~~ 

- 
- - - - _ _{i~(o) , J8(O) 1 

~~~~ J8~T iJ5(5), J8~~~

J5(2) , J8~~~~

Figure 2 -

The circled numbers near the nodes represent the order of expansion. Ernst and 
-

Newell [2] comment on the behavior of GPS in solving this problem:

“The use of differences in this task seems to be a rather ineffective means of 
- -

guiding the problem—solving ... GPS might need some additional problem—solving -
mechanism , e .g . ,  planning, in order to be more proficient at the task. ” The -

reader might  notice that  to the extent that planning involves abstracting the * -

L 

—--- ~~~~~~~~~~~~~~~~~~~~~~ — ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
-

~~~
‘ - —
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I “essential” from the “inessential” in problem—solving, our system has the rudiments

of p lanning in the concept of closeness.

ORDER—BASED CLOSENESS

I In the l i t e r a t u r e  recently ,  the problem of interaction of goals has

received some a t t e n t i o n .  Sacerdo t i  [3],  Sussman [ 4 ] ,  Tate [ 5 ] ,  and Warren [6]

I consider as a prototypical example the following problem in the BLOCKS world.

I Example 3. 
A

Change C to

I A - B 
- TABLE C ——TABLE

Only one operator is available: PUTON(X ,Y), for which X should have

cleartop. It is generall y pointed out that GPS fares poorly in this

problem and others which are cha racterized by the so—called inter-

action of goals. This term arises since (‘,PS tends to view the

L go~~i as c o n s i s t i n g  of a c o n j u n c t i o n  of two subgoals : (ON B C) and

on ON (A ri ) , hut  if one subgoal is ach ieved , i .  w i l l  have to be undone to

ach ieve  the  o t h e r  sub ;oal. In our opin ion , t h i s  problen  arises in th is

__ case because of a weakness in t r ad i t iona l  representat ions of the problem ,

which do not permit  impar t ing  of some essential informat ion to the s:~ ‘ cm

which is in tui t ively available to the human . We shall solve the problem

us ing  two d i f f e r e n t  no t ions  of closeness , one we feel  mi ght correspond

to that of a person who has lived all his life in a world of no gravity

and other capturing our intuition of the role played by the order of blocks.

Let t h e  r ep re sen t a t i on  be:

initial state ON C A goal state ON A B

ON A T ABLE~ O N B C
‘
~
“ ON B TABLE I , !ON C TABLE
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The first notion of closeness is simply:~ the more ON statements the state

description shares with the goal state the closer. The tree in Figure 3 is

generated.

- -

~ON A Table t
ON B Tabi!J

~ 

~ b
ON C P. ON B C ~~~~~~~~~ ON CTfaM~~’ON A Table~ ON C A ON A Table
~~~_B Tablej ~~~~~ ~~~~~~ ~~Tab1e

- - 
- 

~~~~~~~~~~~~~~~~~ —

O N A C  O N B A  - O N A B  :ON A Tab1e~ON C Table ON A Table ON B Table ON B C

~~~~~ 
Table . ON C Table LON C Table C Tab~~j

ON C A  I ON B Table ~~ON A B
ON A B  O N B C

LON B Table [pN C Table ______

ON A B  -.

ON B Tablet

L~~~.ç 
Tab l~j

Figure 3

Some explanations : Expansion of node a is not shown: it simply results in the

initial state. Nodes c and d are equally close. We have assumed the worst

and let c be selected , resul t ing in successors e and f .  Node f is recognized as

Ii ; uv I h g  IH~t •h1 g( hIe rnt ed ex~cuLs Ion of e result ~ In ii cu t—of f  . The Mys t em backs up
— to d which leads straight to the goal. j

1~



- -_ -- -

I
I Now let us consider a more sophisticated notion of closeness for this class

of problems . The reason why humans solve this problem with remarkable ease is

that they do not regard the three components of our goal descriptions as equiva—

I lent and independent .  There is a piece of knowledge that they bring into the

situation , something that is a product of having lived in a world with gravity,

I and that  can be incorprated into the closeness measure. The new notion of

closeness is: If ON(X ,Table) is part of the goal description , then a state

I having ON(X ,Table) is closer than another  s t a te  which does not have ON(X ,

Table), whatever the matchings of other component descriptions . Similarly,

a state having ((ON(X 1,X), ON(X ,Table)} is closer than another state which

does not have {( O N ( X  1,X) , ON(X ,Table)}, whatever the matchings of other

components;  and so on. The new tree is given in Fi gure 4. A significant

reduc t ion  in search over Fi gure 3 is seen.

I.

ON C A
ION A Table
ON B Table

H
ON A Table ON B C ON A Table -
ON C B ON C A ON B Table :

-, ON B Table ON A Table ‘ON C Table

~~~~0 
.—

- - -- -- 
- - -

ON A B ~ON B A I ~ON A C ION A Table~
ON B Table ON A Table s ON C Table ON B C
ON C tablet - ON C Table I ~ON B Table ‘ON C Tab le—_-- -- . — - . I

(Nodes ~~ich are the same as those ~O N A  B

s generated earlier are not shown ) iON C Tab le

Figure 4
-.5

~~
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Example 4

Let us consider the following more complicated case. For simplicity we

switch to a pictorial representation of states without loss of generality.

The problem is taken from [3) and is as follows.

A

_ _-

~~~~~~~~~

-

~~~~~~~~~~~~~~~~~~~

> 

_

The tree which results after search with the closeness measure incorporating

order is given in Figure 5.

1~ 1~1
I4Lt~L

- 

D 
/

~~~ iJ ~tL 
_ _ _

3 - 
- 

- - 

- 
-~~~~~~~~~~~~~~

JftI~I~fti~L _ _  
_ _ _  I - :

-

__ A

_ _ _  

_ _ _

Figure 5
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I The so lu t ion  is remarkabl y s t raigh t fo rward .  Node (1 is closer than its siblings

I and thus  chosen , because 1 sa t i s f Ies  (ON D , Tab le ) .  Similarl y node 2 is

chosen over its siblings because if satisfies (ON C D) and (ON D Table) and so on.

I As Sacerdoti [3] points out, goal interaction can be avoided by planning.

As mentioned earlier , and as can be seen from the examples in this section , our

I notion of closeness gives the system the rudiments of planning.

I REFORMU LATION

The human problem solver , while engaged in a search with whatever concepts of

I closeness provided him by his own cognitive system, is also considering possible

1 
r e fo rmu la t i ons  of the problem. This reformulation guides the search in such a

way that both the  original problem and the reformulations are simultaneously

1 kept in mind . Our concept of closeness promises to provide a smooth way of

Integrating these modes of problem—solving.

1. Again , let us confine ourselves to problems whosesolution process can be

completely modeled as a state—space search (like all the examples so far.)

A classical notion here is “working back from the goal”. In fact, the reformulations

we talk about will be, for this class of problems , states which lead to the goal

state. However, in order to cut down the search space backwards, one needs

I some sort of criterion . Since the only primitive notion available to our

problem—solver is that of closeness, the reformulation in general, and working

back from the goal in particular , need to be anchored to that measure. In the

I Logic Task, reformulation based on closeness is more than working back

from the goal and in fact leads naturally to problem—reduction . For now, however,

we see reformulation as a way of gaining insight by backing up from the goal,

examining what results, and using It to guide forward search. Wertheimer [7]

says, In discussing the performance of young Gauss, at age six, summing 1 + 2 + ... 10

in a new way, “In the process the various items clearly gain a new meaning; they

appear functionally determined in a new way. Nine is no longer viewed as 8 plus 1,



- 
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it has become 10 minus 1, and so on.” Reformulation is an attempt to give the

system the ability to see the goal in a new way . -

Our criterion for a meaningful  reformulat ion of a goal G as G’ is that :

1) the re exist permissible operators taking C to C’ and vice versa , and ii)

C and C’ d i f f e r  in some essential respects , or , in the language of closeness ,

C(S ,G) ~~C(S ,G ’)  where S is, say, the initial state, and C(x ,y) is the measure

of closeness between states x and y.  C(S ,G) = C(S ,G ’)  implies that in the respects

deemed essential by the cognitive system, C and G ’ are not meaningfu lly dif f erent ,

and thus looking at G ’ will not yield any insight .

The suggestion that C’ qualifies as a reformulation even if S is less close

f rom G’ than from C might be puzzling at first. However, creativity consists in

looking at possibilities which are against convention or are counter—intui t ive .

Reformulation is a way of “shaking up ” the goal representation for possible

insights and a more “difficult” goal qualifies as a reformulation for this

reason .

Suppose a set of meaningful reformulations {G 1,. .. ,G )  have been generated .

Befo re refo rmulation , closeness for a state s would be C(s,C). However, after

the reformulation , the modified closeness measure would be min{C(s,G), C(s,G1) ,

~~~~~~ 
C(S~ G~ ) }•  For each candidate node , this modi f ied closeness wou ld be

cor~puted , rind the node with  the snallest “icasure would be selected . Perhaps the

ideas will become clearer a f te r  the next examp le.

Examp le 5

Let us take the following “ale—jug ” problem [2] .  The initial state is ¶
{J5(O) , J3(O),  J8(8)} , and the goal is (J 5 (4) ,  J3(O) , J8 (4) }.  However , j ugs

can neither be filled with ale from any tap nor can they be emptied by pouring

ale down the drain (heaven forbid!).

The basic closeness measure is similar to that used in Example 2, but now we

have two goal components. The extension is best illustrated by considering the ii ~
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j two successors of the initia l state , s1 :-{ J5(5), J3(O), J8(3)} and s
2:{35(O), J3(3),

J8(S)!, ;ind the goa l st at e .  Cons ide r ing  J5 , we wish to increase i t s  conten ts ,

Ihu s  s
1 

w i l l  score a match. Sim il arl y considering .J8, the goal stale requires

reducing i ts  contents .  Here both 
~l 

and s
2 will  score matches.  Now considering

both of the m together , 
~l wil l  be deemed closer than

The following are two candidates for reformulation : G1 = {J5(4) ,  J3(3) ,

J8(l)}, and C
2 

= (35( 1) , 33(3), J8(4) } , and both staisfy the conditions for

reformulation. The forward search based a reformulation now proceeds and the

tree i s ge ne r at e d  as in F igure  6.

J5 (O)— - tJ3(O)~
38(8)1

— S
1 

- 

S
2

• 1.15(5) : J5(0)~
.13(3)

~J8(3)j •
38(5)

* 
-

- 

S
3 

-

.15(0) , !J5(2) J5 (5)~.13(0) ~J3(3)1 J3(3)
J8(8) J8(3)i 1J8(0)

-

-*  

S
5 

s6

_ _ _ _ _ _ - *

~

1

~~

’ 

~
J5(2)I 35(5) 13s 5)
33(0)1 33(0)

. 
, J 8 (6 )j  J8(O)

‘p 
.- \ - - 

-

* \ * *

1~5(2) J5(0)i J5(5)~ J5(0)~33(3) J3(0)~ 33(0)’ J3(2)1
38(3) J8(8)~ 38(3) 38(6)j

L 35(5)
33(2)
J8(1)

- L  . L.
f J3(3)~C _ _ _

Figure 6
• 

~~~~~~~~~~~ - ~~~
._._ _. - —. ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
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Choice between s~ and s2 in favor s~ 

would be done with or without reformu-

lation , with the basic notion of closeness available to the system. Let us

consider the choice between 53 and s4 [nodes marked * are nodes previously

generated and closed]. Without reformulation , bot h 53 and s4 will score

equally in the closeness calculation. This is because between s and goal, the

contents of J5 and 38 need tr  dec r ease , 53 will score one match with respect to

35 and also one, but with respect to J8. On the other hand , with reformu-

lation , the closeness measure can be illustrated as follows.

C C1 C 2
35 x x x53 38

s4 J5

That is, 9
3 is now deemed closer , and expanded . State s

6 is recognized as

identical to 8
4 

and is not expanded. If pursuing s
5 
would have led to a cut—off

(in this case it doesn ’t), then 5
4 
would be pursued . As it is, however , the goal

is reached quickly.

We have applied reformulation to a variety of other problems with success.

In particular, the Father and Sons Task and the Missionaries Task quickly

result in solutions, when successive reformulation combined with symbolic

closeness is employed. There is hardly any search. The Elementary Algebra - -]

Task [8] is handled elegantly by reformulation. We now proceed to that task.
- 

~1
ELEMENtA~RY ALGEBRA TASK

The rewrite rules , as they appear in [8] , are given below:

Ri. A+B - B+A R4 • A : - (A+B) —B

R2. A+(B+C) :— (A+B)+C R5. (k-B)#C :— (A+C) —B

R3. (A+B)—B :— A R6. (A+B)—C :— (A—C)+B

The closeness measure used is the symbolic closeness , i .e . ,  a list is forme d

I]
S - - -
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of the token symbols appearing in the expression and used to compute the

closeness measure as explained earlier. The operators do not appear in

the list , i . e . ,  they are abstracted out .

Given a theorem to prove of the form LEFT STRING := RIGHT STRING ,

only rules R3 and R4 are potentially applicable for reformulation of the

goal, since they are the only ones that change symbolic closeness. In R4,

B plays the role of a variable standing for any expression. Each

reformulation is at first kept in the form containing the variable, say Y.

The first task of the executive* is to achieve symbolic closeness. It

expands the initial node (i.e.,the LEFT STRING). If R4 is used, there

will be variables. A determination is made of the possible substututions

for the variables, say X , such that the resulting expression is as close

as possible to the goal. These possible substitutions are remembered, but

the successor is kept in the form containing X.

Now a substitution for the variable Y in a given reformulation is

made so as to result in an expression as close as possible to the succe-

ssors of the initial node. Since these successors contain the generic

variable X, the substitution for Y will in general be in a form

containing X. This is done for each reformulation and the set of refor—

mulations is now used to guide forward search so as to achieve grouping

closeness. Once grouping closeness is achieved , X is subs tituted for

by the possible substitutions that were determined earlier, to see if

the two expressions which are symbolically and grouping—wise close, are

in fact identical. If so, the problem is solved. Otherwise, other

branches of the search tree are pur sued .

Let us i l lustrate it with an examp le that had the longest solution

time for the Quinlan—Hun t system.
*The search procedure described earlier needs to be given additional capabi—
lities for this class problems , such as substitution for free variables . The
needed changes should become clear as the executive is described.

II
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Exau~,le_7 Prove (A— C )— (B— C ) :— A—B 16

The Quinlan—Hunt system had proved five theorems up to

this point. We shall assume that our system has access to the same theorems ,

in particular Theorem 5, which is (A—B ) +C A+(C—B) .

The f i rs t  stage of the reformulation of the goal is as follows .

A—B R4 
1~-A— B+Y)-Y)

L ( (A_B)+y) _y

The initial state is (A—C )—( B—C) . The only rule applicab le is R4 , but it

can be applied in seven d i f fe rent ways

1. ( ( (A +X )—x)—C)—(B — C) 5. (A —C)—(B — ((C+X)—X) )

2. (A—((C+X)—X))—(B—C) 6. (A—C )— ((( B- C) +X )—X )

3. (((A—c)+x)—x)—(B—C) 7. (((A—C)—(B—C))+X)—X

4. (A—C)— (((B+X)—X)— C)

Of the possible substitutions for X, substitution of A or B would

be the only ones consistent wi th max imi z in g closeness to the goal. This

is noted and put away fo r fu tu re  use .

The variable Y in the reformulations is now to be substituted for

in such a way as to maximize closeness to one or more of the seven

successors . It can be seen that subst i tut ion of (X+C) would result

in symbolic closeness being achieved between the successors and the reformu—

lations . All the seven successors are now equally close to the reformulations ,

which are , after substitution, the following

I. ( (A+(XtC))— (XtC ) ) —B

II.  A—((B+(X ± C))— (X± C) )

III. ( (A—B)+(XtC) )— (Xtc)

H
-i
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1 Figure 7 shows the results of forward search, assuming that the first 

17

of the successors is selected. The last expression ti~. the tree is identical

(A—c ) — (B—c)

I -

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

_

~~~~~~~ 
-

~~~~~~~

I i) - - ç2) 3) ~-4 -~ 5) ‘6~’ (j )

(((A +x) — x ) —c )— (B —c )

,~~

~~~~~~N D 6
I RS N

N
(((A—X) — C)-l-x)— (B—c)

I -~~Theorem 5 —

( (A—x) ÷cx—C) ) — (B—C)

Fi2ure 7

I to reformulation III, with the substitution X~B 4nd the choice of the —

sign in the substitution Y X±C. The theorem is proved.

I Choice of any of the successors t~) to (~) would result in a cut—off.

Figure 8 shows this for (~)

I (A—((C+X)--X))— (B—c)

I 
~R6

(A—((C—X ) +x) ) — (B—c)

I
I
I

Figure 8

. 1
_
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On the other hand , if t~ had been chosen , there would be success

again. Figure 9 shows this . The expression pointed to by the arrow

in the figure matches reformulation I for X=B and Y=B—C .

R>~~~~~~~~~~~~~~~~
ç

~~

(((A-C)+x~~~~ c))-x (((A-C)-(B~~) )-X)+X

R5 Theorem 5

((A+(X—c))—(B—C))—X 4—

Figure 9

We gave the problem—solve r only the notion of symbolic closeness .

If we had given , in addition , a notion of grouping closeness (peop le use

that in making choices for this class of problems), ~~ or ~~ would have

been expanded f i r s t .  However , it is not clear to the authors at present

how a general concept of group ing clo seness can be formulated. It is a

subject of current investigation . It would be easy to come up with a

grouping closeness measure that will work for this case , but that would have

had an ad hoc flavor.

CONCLUD ING REMARK S

This paper is based on the view that at the very base of any problem-

solving activity there is a cognitive component. The various problem—

solving modes such as search , planning and problem— reduction are not

independent, disjointed activities, but work in a cohe rent way, mediated

by input from cognition . A task of any problem—solving theory is to

uncover this cognitive role , which tends to be hidden under the acctuulation

‘
~~~ 

- —— - - - - _~~__ ~ 
__

~~ ~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
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of a number of high—leve l heuristics . 19

The closeness concept incorporates our notion of what cognition notices

as the structural difference between two situations. The problem—solve r

attempts to close the structural gap , and once this is done in the right

way, other things fall into place . Reformulation is a powerful way of

obtaining a different view of the task.

There are several aspects of these ideas which need further investi—

gation. It is not clear how to formalize the specific conditions under

which reformulation is to be activated in a problem—solver. To some extent,

an absolute committment is not wise, since a problem—solving theory should

capture not only what is coimnon to intelligent problem—solving , but also

should provide for individual iifferences, and individual difference plays

a role in the invocation of reformulation. Nevertheless , more understanding

of this aspect is needed. —

Means—ends analysis is a useful component of prob lem—solving, though

we do not assign it a dominant role. We are currently studying how this

component can be smoothly integrated into our system.
—

~ The taxonomy of closeness itself is a matter of great interest. Other

kinds of closeness measures will be clearly needed and a systematic inves—

tigation should provide a great deal of insight into the structure of the

cognitive base of problem—solving.

7’ 
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